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This article intends to give an overview of the capabilities of photoelectron spectroscopy in determining the electronic structure of bulk solids, thin films, and surfaces. Particular emphasis is placed on the use of synchrotron radiation as a tunable, polarized, and well-collimated light source. Current trends in the field are highlighted, and examples from the author’s recent experience are given.

I. Introduction and Outline

Photoelectron spectroscopy is arguably the most popular technique employed at today’s ultraviolet and soft x-ray synchrotron radiation sources[1-4]. The reason for its popularity is the versatile nature of the photoemission process. It allows, on one hand, an in-depth look at all the quantum numbers of electronic states in a solid by using the energy, angular, polarization, and spin dependence of photoemission. On the other hand, it is possible to integrate over most of these parameters in core level spectroscopy and characterize the local bonding around an atom by a single number, i.e., the core level binding energy, which has simple correlations with charge transfer and coordination.

In the following we will first give a brief overview of the instrumentation currently used, putting emphasis on methods for increasing efficiency by simultaneously detecting several variables, and by streamlining the sample turnaround. We will then proceed to valence and core level spectroscopy results, zooming in on selected areas, such as current trends in band mapping, “engineered” solids, and semiconductor surface chemistry.

II. Instrumentation

II.1 Spectrometers

The key to an efficient photoelectron spectrometer has proven to be simultaneous detection of several variables. Most frequently, photoelectrons are counted over a whole spectrum of energies (typically 10^2 channels) by a position-sensitive detector in the dispersion plane of a hemispherical analyzer.[5] Such setups are standard in angle-resolved photoemission, combining efficiency with good angle and energy resolution. They can also be used in core level spectroscopy to obtain ultimate surface sensitivity by picking out grazing escape angles for the photoelectrons.

There have been successful attempts to detect more than one variable simultaneously, but the corresponding spectrometers are custom designs and have not become as easily available as the commercial hemispherical systems. Several types of toroidal analyzers[6] provide simultaneous detection of the energy and one angle. Display spectrometers[7-9] detect two angles, making them well-suited for photoelectron diffraction and holography where one wants to look at a large number of escape e directions while keeping the photoelectron energy fixed. The number of image elements can be 10^2 x 10^2 = 10^4 pixels, speeding up the data collection enormously. Figure 1 shows an improved version of a design that has been used by several groups. It turns out that display spectrometers operated in the angle-integrating mode exhibit the highest collection efficiency (“etendue”) of all current spectrometer designs, making them well-suited for core level spectroscopy, too.

11.2 Spin Detectors

Spin detectors have always been a handicap for extending photoelectron spectroscopy to magnetic systems. Conventional Mott detectors had to accelerate the photoelectrons to 100 keV in order to measure the spin asymmetry in Mott scattering of the electrons at heavy nuclei (typically Au). The high energy made them bulky and the efficiency was only 10^-4. Due to clever design and lowering of the energy these detectors have come down in size, and their efficiency has increased. Another avenue (Fig. 2, Ref.[10]) uses the spin asymmetry in scattering at the electrons surrounding heavy nuclei (again typically Au). This can be done
at much lower energy (about 150 eV), such that the spin detector can be attached to the rear end of a mobile, angle-resolving spectrometer. The main problem is to obtain an absolute calibration of the spin polarization (it cannot be calculated and changes over time) and a sensitivity to changes in the photon and electron beam geometry.

Figure 1: Display-type spectrometer imaging the angular dependence of photoelectrons. The electron energy is selected by combining an ellipsoidal repelling mirror as low pass and a retarding grid as high pass. The mirror is divided into 5 sections with three slightly different potentials (1-3) in order to compensate for changes in the angle of incidence across the ellipsoid. Two extreme electron trajectories are shown, originating at the sample, and ending on a phosphor screen after amplification by a pair of channel plates.

11.3 Timing

The pulsed nature of synchrotron radiation suggests applications such as time-of-flight energy analysis and coincidence experiments. All this has been demonstrated, mostly in atomic physics where detection efficiency comes at a premium. However, many synchrotron sources have only very short intervals between pulses, or require a special, single bunch mode for timing applications. Therefore the use of the time structure has never really caught on in solid state spectroscopy. As an example of a recent application we mention coincidence spectroscopy between photoelectrons and Auger electrons. It promises several interesting features, some of which have been demonstrated, e.g. reducing the core level lifetime broadening, eliminating extrinsic secondary electron background, and probing the valence electronic structure of specific atoms, labelled by their core levels.

Figure 2: Spin detector based on the asymmetry of the backscattering amplitude of low energy (150 eV) electrons from a Au film.

11.4 Efficient Sample Preparation

With today's high-powered synchrotron radiation sources the main bottleneck in data acquisition ceases to be the data taking time. Instead, sample preparation takes on this role, as the surface and thin film structures under study become ever more complex. This follows a general trend in surface science away from analyzing simple model surfaces and towards synthesizing novel structures. Therefore, the design of a photoelectron spectroscopy beam line has to take into account efficient introduction and preparation of samples,
preferably without breaking vacuum. Beyond that, the switching period from one user to another is becoming a significant fraction of the beam time, requiring new schemes for making the transition smoother or allowing for quick distribution of monochromatized photons between multiple end stations.

Various sample transfer systems have become popular that allow sample holders to be moved between a preparation chamber and the photoelectron spectrometer. In addition, an air interlock and a sample magazine allow for rapid introduction of new samples and extraction of samples that need fixing. Beyond that the author has found it quite useful to bring in small evaporators mounted on sample blocks. The most popular transfer systems are based on fork-like manipulators (Fig. 3) or bayonet locking mechanisms. The main drawback of sample transfer systems is the difficulty in cooling and in accurate temperature control.

At the next higher level of integration (Fig. 4) it has proven to be very useful to attach a number of satellite chambers to the preparation chamber via sample transfer through a valve, each of them equipped with a specific preparation technique, e.g. a certain evaporator, or a particular gas for chemical vapor deposition or chemical/ion etching. Thereby one minimizes cross-contamination between the preparation methods and can switch rapidly from one experiment to the other.

**Figure 4:** Arrangement of sample preparation chambers into a central analysis chamber and four satellite chambers using sample transfers via bellow manipulators. The satellite chambers can be used for independent sample preparation methods (cleaving, gas exposure, evaporation, introduction lock) to speed up the turnover.

At the highest level of integration we are currently designing a switching system between several experimental stations, to be attached to an undulator beam line at the Advanced Light Source (ALS) at Berkeley. While switching with mirrors is feasible at photon energies up to about 100eV, the deflection angles become too small at higher energies to separate the experimental chambers sufficiently. Therefore, we have placed all experimental chambers on a platform that pivots around a point close to the exit slit of the monochromator, such that a simple rotation of the platform shifts the light from one experiment to the other.

**III. Valence Band Spectroscopy**

**III.1 Band Mapping**

The electronic structure of a solid is completely characterized by a set of quantum numbers. For a crystalline material these are energy $E$, momentum $k$,
point group symmetry (i.e., angular symmetry), and spin. This information can be summarized by plotting $E(k)$ band dispersions with the appropriate labels for point group symmetry and spin. Disordered solids (e.g., disordered alloys) can be characterized by average values of these quantities, with disorder introducing a broadening of the band dispersions. The experimental techniques that can probe all of the quantum numbers are photoemission,[3] and its time-reversed counterpart inverse photoemission[12] (Fig. 5). The former probes occupied states, the latter unoccupied.

Figure 6: Band dispersions[13] of Ge from photoemission and inverse photoemission (symbols), compared to a first principles quasiparticle calculation (lines).

Figure 7: Band dispersion[14] of delocalized electrons in Na (symbols) compared to local density eigenvalues (dashed) and quasiparticle energies (full). The difference, i.e., the self-energy shrinks the band width.

How are energy band dispersions determined? A first look at the task reveals that photoemission (and inverse photoemission) provides just the right number of independent measurable variables to establish a unique correspondence to the quantum numbers of an electron in a solid. The energy $E$ is measured from the kinetic energy of the electron. The two momentum components parallel to the surface, $k_\perp$, are measured from the polar and azimuthal angles of the electron. The third momentum component, $k_\parallel$, is determined by tuning the photon energy $h\nu$, thus requiring a tunable photon source (or a tunable photon detector in inverse photoemission) for a complete band structure determination. Finally, the spin-polarization of the electron provides the spin quantum number, and the polarization of the photon provides the point group symmetry.

For two-dimensional states (e.g., in layered crystals and at surfaces) the determination of energy bands is almost trivial since only $E$ and $k_\parallel$ - the momentum parallel to the surface - have to be determined. These quantities obey the conservation laws

$$E_\ell = E_u - h\nu$$

(1)

and

$$k_\parallel = k_u - g_\parallel$$

(2)

where $g_\parallel$ is a vector of the reciprocal surface lattice, $u$ denotes the upper state and $\ell$ the lower state. These conservation laws can be derived from the invariance with respect to translation in time and in space (by a surface lattice vector). For the photon, only its energy $h\nu$ appears in the balance because the momentum of an ultraviolet photon is negligible compared to the momentum of the crystal electrons. The subtraction of a
reciprocal lattice vector \( \mathbf{g} \parallel \) simply corresponds to plotting energy bands in a reduced surface Brillouin zone, i.e., within the unit cell in \( \mathbf{k} \parallel \) space.

In the three-dimensional case, the momentum perpendicular to the surface, \( \mathbf{k} \perp \), is conserved in the optical transition since a UV photon carries negligible momentum compared to crystal electrons. However, \( \mathbf{k} \perp \) is not conserved during the escape of the photoelectron because of momentum transfer at the surface potential step. Several methods have been conceived to overcome this difficulty. They are reviewed in detail elsewhere.\(^{[9]}\) In most of them the extra parameter determining \( \mathbf{k} \perp \) is the photon energy. Essentially, one moves along the \( E_{\text{U}}(\mathbf{k} \perp) \) dispersion of an upper band by tuning the photon energy. The task is to get accurate information about this upper band in order to obtain \( \mathbf{k} \perp \) from the energy \( E_{\text{U}} \) of the photoelectron (or the incoming electron in inverse photoemission). At first it looks like nothing has been gained by transferring the \( \mathbf{k} \perp \) determination from a lower to an upper band. However, the upper bands become more and more free-electron-like as one goes higher in energy since the kinetic energy becomes large compared to the crystal potential.

Characteristic examples of current band mapping results are given in Figs. 6–8 (Refs. [13-15]). They are compared to the state of the art in band theory, represented by quasiparticle calculations. These calculations determine the energies of the quasiparticles that are actually measured, i.e., holes for occupied states and extra electrons for unoccupied states. Conventional calculations, such as the local density and Hartree-Fock methods determine only energy eigenvalues for the neutral ground state, which cannot be measured, even in principle. The effect of the so-called self-energy corrections that arise when going from a ground state to a quasiparticle calculation depends on the class of materials. For semiconductors (Fig. 6, Ref.[13]) the biggest effect is a correction to the band gap. It comes out too low by about a factor of two in local density and too high in Hartree-Fock. Germanium actually would be a metal in local density theory. Simple metals, such as Na in Fig. 7 (Ref.[14]), exhibit delocalized electronic states with a free-electron-like band structure. In this case the local density calculation gives the correct Fermi surface, but the width of the occupied part of the band comes out too large by about 18%. In a somewhat oversimplified view the self-energy correction might be explained as extra screening of the holes, which pushes their energy towards the Fermi level. Insulators, such as LiF shown in Fig. 8 (Ref.[15]), represent the other end of the spectrum with very localized valence states. It appears that the reverse effect takes place here, i.e. a band widening due to the self-energy.

111.2 Spin and Helicity

Spin detection of photoelectrons and/or the use of circularly-polarized light open up the field of magnetic materials. The magnetic properties of thin films are particularly interesting since they may deviate strongly from the bulk properties. There are phenomena, such as
as oscillatory magnetic coupling and giant magnetoresistance, which can have direct impact on magnetic recording. We will give an example of such a structure in Section 111.5.

Near the surface of a magnetic film, or for a magnetic monolayer one might naively expect a reduced magnetic interaction. After all, magnetism is a cooperative phenomenon, which should decrease when the number of magnetic neighbor atoms decreases. Indeed, for most thin films the Curie temperature is reduced, typically to half the bulk value at about 5 layers thickness. However, this is not the whole story. Diluting magnetic atoms actually should increase the magnetic moment for materials with a nearly half-filled d shell, e.g., V, Mn, Cr, Fe. In this case, the magnetic moment of an isolated atom is large, because Hund’s rule aligns the spins. In a solid this spin alignment is partially quenched. Basically, Pauli’s principle requires different spatial wavefunctions if the spin wavefunctions are equal, and in the solid there is not enough room for that. Although there are many theoretical predictions of this effect[16], there is only scarce experimental evidence, due to the difficulty in growing a flat monolayer of a magnetic material (with high surface energy) on an inert substrate (with low surface energy). In most cases one observes island formation or intermixing at steps and defects. If one were to choose a substrate with high surface energy the bonding across the interface would interfere with magnetism. There is an escape from this dilemma, however. By having a layer of a surfactant with low surface energy floating on top of the growing magnetic layer one can hope to keep the surface tension low and the layer flat. Due to this effect it has been possible to obtain some evidence[17] for enhanced magnetism for a monolayer of Fe on Au(100). The ferromagnetic exchange splitting of the 3d valence states obtained from spin-polarized photoemission and inverse photoemission is up to 40% larger than in the bulk. This points towards an enhanced magnetic moment, as we will see in the following.

The exchange splitting between minority spin and majority spin bands is a characteristic of the band structure of ferromagnetic materials. It can be measured by spin-polarized photoemission (Fig. 9, Refs.[18,19]). It is now possible to perform the "complete" photoemission experiment, where not only energy and momentum are determined, but also the spin and the point group symmetry via polarization selection rules.

Recently, it has been found empirically that the exchange splitting is correlated with the local magnetic moment (Fig. 10, Ref.[20]). This holds not only for ferromagnets, but also for antiferromagnets, and even spin glasses and the free atoms, where there is no local range order. Local density calculations show this trend even clearer, i.e. an exchange splitting of about 1 eV per Bohr magneton.

![Figure 9: (a) Angle-, spin-, and symmetry-resolved photoelectron spectra[18] from Fe(100) at two temperatures, showing the ferromagnetic exchange splitting between majority and minority spin bands and its development with temperature approaching the Curie temperature Tc. (b) Inverse photoemission spectrum[19] showing the analogous splitting for states above the Fermi level.](image-url)
111.3 Fermiology

Electronic states at the Fermi level are of particular importance. All transport phenomena are governed by thermally-excited electrons or holes within typically kT of the Fermi level. Electronically-driven phase transitions are caused by a rearrangement of states within about kTc of the Fermi level, where Tc is the transition temperature. Examples are superconductors, ferro- and antiferromagnets, and charge density waves. Such systems will be discussed in more detail in the article by Y. Petroff[4].

Low-dimensional systems exhibit a variety of peculiar phenomena that show up in the electronic structure near the Fermi level. Correlation effects increase in lower dimension, particularly in one-dimensional systems, where electrons cannot "pass" each other without occupying the "same" point in space. The correlations suppress the density of states at the Fermi level. Also, long-range order is suppressed in lower dimensions, leading to magnetically-dead two-dimensional layers (at least for Heisenberg and x, y systems) and to the Peierls distortion in one dimension. Here, we give some examples of two-dimensional systems.

In Fig. 11 (Ref.[21]) the change of the electronic structure of TaS2 across the phase transition from an incommensurate to a commensurate charge density wave is observed. The low temperature, commensurate phase has a small pseudo-gap at the Fermi level, which lowers the energy of occupied states just below the Fermi level and thus drives the phase transition energetically. (The density of states does not go to zero completely in the gap, as explained by Dardel et al.[21]. Therefore one talks about a pseudo-gap). The same effect is seen on a smaller energy scale for superconductors (Fig. 12, Ref.[22]; see Ref.[4] for details). In TaS2, however, there is no pairing, and the pseudo-gap causes an increase in resistivity. It is interesting to notice that in this case the change in the electronic structure is not confined to the Fermi level. It appears that
there are gaps opening up throughout the Ta d-band, which are related to the new Brillouin zone boundaries in $\sqrt{3} \times \sqrt{3}$ reconstruction of the commensurate $1T_3$ phase (see the dips developing at 0.3 and 0.9 eV below the Fermi level in Fig. 11).

Surface states form a two-dimensional band structure, too. The corresponding two-dimensional Fermi surface tells us about driving forces for surface phonon softening and reconstruction, adsorbate bonding, and surface transport. Fig. 13 (Ref.[23]) shows an example.

A convenient way to map out Fermi surfaces in two-dimensional systems is shown in Fig. 14 (Ref.[24]). Instead of taking a series of spectra for the Fermi level crossing at each $k^\parallel$ point one may use a display-type spectrometer and image the whole Fermi surface in one shot. The example chosen here is peculiar, since graphite is a semimetal, where the Fermi “surface” degenerates into zero-dimensional spots at the corners of the hexagonal Brillouin zone, while normal two-dimensional systems exhibit one-dimensional Fermi lines. There are some current drawbacks of this imaging technique, but they are not fundamental. The distortion in Fig. 14 is due to the electron optics of the spectrometer, and can be removed numerically (see Fig. 8). The resolution of this particular type of display spectrometer is limited to about 0.05 eV by work function inhomogeneities of the ellipsoidal mirror and the retarding grid. Other designs do not have such a limit. But even giving up energy resolution completely and imaging all occupied states one still will get a sharp cutoff when going from occupied to unoccupied states at the Fermi wavevector. This cutoff is given by the Fermi function, which is much narrower than the analyzer resolution.

111.4 Surfaces and Adsorbates

Surface and adsorbate states have been the subject of very active research in the last decade. A number of reviews[3] have covered this topic. Here we restrict ourselves to demonstrate the basic phenomena with a few examples. Generally, two-dimensional states can form at surfaces as long as no three-dimensional bulk states of the same symmetry are available at the same energy $E$ and parallel momentum $k^\parallel$. Even if there are some, the two-dimensional states often survive as resonances if the coupling to the bulk states is weak. The surface states discussed in the following are essentially localized in the first atomic layer. They may be viewed as broken bonds, e.g. the directional $sp^3$ bonds in semiconductors or the $d$ orbitals of metals. There are, however, more delocalized surface states derived from $s,p$-states, which can extend as far as 10 layers into the bulk.

Surface states show up particularly well in the band gap of semiconductors. Figure 15 (Ref.[25]) shows that both occupied and unoccupied surface states exist in the gap at a group IV semiconductor surface. They reflect the fact that broken bonds are half-filled orbitals, which can be ionized in photoemission and filled with inverse photoemission. By replacing surface atoms with group III or group V elements one is able to pull these surface states out of the gap, either emptying or filling the broken bond orbitals. Such surfaces are many orders of magnitude less reactive than the clean Si surface.

Figure 16 (Ref.[26]) serves to illustrate the bonding of adsorbates to metals. The situation is exceptionally simple here since one essentially deals only with one Ti 3d orbital of $d_{z^2}$ symmetry bonding to the 1s orbital of the H atom. The corresponding bonding and antibonding combinations can both be seen in the photoemission spectra at $k^\parallel = 0$. Even the lateral bonding within the H overlayer can be inferred from the dispersion of the bonding state, which has mainly $H_1$s character. The H-H interaction is attractive at the Brillouin zone center $\Gamma$, and repulsive at the zone boundary.
Figure 13: Fermi surfaces of surface state bands\[^{[23]}\] on Mo(110) (symbols), shown on top of the projected bulk Fermi surface (hatched).

Figure 14: Direct imaging of equal energy surfaces in graphite\[^{[24]}\]. The Fermi “surface” (B) degenerates into points, making graphite a semimetal.

Figure 15: Broken bond states on Si(111) surfaces (hatched), mapped at $k^\parallel = 0$ by photoemission and inverse photoemission\[^{[25]}\]. The clean surface has both occupied and unoccupied states in the gap, due to partially-filled broken bonds. By adsorbing group V or group III atoms the states become completely filled or completely empty. The peaks labelled $L_3$, $L_1$, $L_3$ are bulk transitions common to all surfaces.
Orbitals of adsorbed molecules may be classified into two groups, i.e., the outermost, highest energy orbitals that are involved in chemical bonds to the substrate, and the deeper orbitals that reflect the intramolecular bonds. The latter can be used as a fingerprint of the adsorbed molecule, and tell us if it decomposed at the surface. An example is given in Fig. 17 (Ref.[27]), where the C2s states are used to identify various alkanes. In the ethyl groups of diethylsilane adsorbed on Si one sees the bonding/antibonding doublet of the C2s electrons from the two C atoms. For alkanes in general, one sees as many C2s levels as there are carbon atoms[28]. Such ligands occur in organometallic compounds that are used in the chemical vapor deposition of semiconductors. The particular compound shown here has been studied as a candidate for atomic layer epitaxy of Si (compare Section IV.2).

The antibonding $\sigma^*$ and $\pi^*$ orbitals of adsorbed molecules are good examples for outer orbitals. They are mostly unoccupied, and can be probed with inverse photoemission or core level absorption spectroscopy. In Fig. 18 (Ref.[29]) an example is given for the latter technique, using Auger electrons as a measure of the number of core holes created in the absorption process. The polarized nature of synchrotron radiation is utilized to determine the orientation of the orbitals, and thus the orientation of the molecule. This simple technique works also for solids. For example the orientation of the superconducting states in high temperature superconductors has been determined in the same way[30].

111.5 "Engineered" Solids

Surface science has made enormous progress in the past decade. We are now at a point where just about any question about the electronic and atomic structure of surfaces can be solved with the available techniques. At this point one can start using the tools of surface science to arrange atoms at surfaces in such a way as to obtain new materials with particular properties. Perpendicular to the surface one may build up multilayers with atomic precision, i.e. layer by layer. Parallel to the surface one could move atoms around with a scanning tunneling microscope to produce low-dimensional structures. One-dimensional quantum wires might be grown along steps. Manipulation of clusters offers similar opportunities. The general idea is the same as in organic chemistry, i.e. synthesizing a new, often metastable structure, which exhibits specific, preplanned properties. In terms of the electronic properties one can achieve the largest effects by growing dissimilar materials on top of each other. For example, growing an insulator on a semiconductor one can change the interface band gap by a factor of two to five[31] (in the case of CaF$_2$ on Si(111)). Likewise, one can convert a semimetal into a semiconductor at the interface[32] (Sb or Bi on GaAs(110)), or change the magnetic properties[33] (see below). All these effects happen at the interface, where new bonding configurations are frozen in by the geometrical constraints.
Figure 17: 'Fingerprinting' of adsorbed molecular species by their deeper molecular orbitals [27,28] which are not involved in the bond to the surface. Here the splitting of the C2s orbital indicates ethyl groups on Si(100). Different alkanes can be identified by the number of C2s peaks.

Figure 18: Using polarization selection rules to determine the orientation of adsorbed molecules [29]. The σ orbitals are excited from a 1s level by the electric field vector along the molecular axis, the a orbitals by the perpendicular component.

Figure 19: Explanation of a bulk effect contributing to the giant magnetoresistance in magnetic multilayers. Since majority spin electrons have a much longer mean Gee path at the Fermi level than minority spin electrons, they become majority spin-polarized in the first magnetic film (polarizer), and are attenuated by a second film with opposite spin direction (analyzer). By flipping the spin of the second film with an external field the transmitted current increases. In addition, there is an interface effect due to different reflectivities for the two spin directions.
Therefore it is also important to grow multilayer structures with periodicities in the order of an atomic layer, such that most of the artificial solid consists of interface atoms.

As an example we will discuss magnetic superlattices, which have generated a lot of interest recently by their unusual properties, such as oscillatory magnetic coupling and "giant" magnetoresistance\(^{[35,36]}\). The latter has possible applications in magnetic recording. The state of the art in magnetic reading heads uses the magnetoresistance in permalloy, which is only a 2% effect. Multilayer structures offer an order of magnitude larger changes in resistance, thus enhancing the sensitivity to the signal from a magnetically-stored bit pattern. For magnetic multilayers we are just about able to predict what type of coupling (ferromagnetic or antiferromagnetic) a structure of alternating ferromagnet and noble metal layers will have, and how many noble metal spacer layers it will take to achieve a certain coupling.

Before getting into the band structure of magnetic multilayers it is useful to understand the intended electronic properties, such as giant magnetoresistance. Figure 19 gives a highly-simplified explanation of such a change in resistance caused by a magnetic field. The spin valve structure shown in Fig. 19 contains two magnetic layers separated by a nonmagnetic spacer. The giant magnetoresistance effect occurs only if the two magnetic layers prefer the unusual configuration with opposite magnetization directions. Then an external field is able to change the magnetic configuration by forcing both magnetizations to be parallel. The idea is to specifically design such materials, either by choosing the proper spacer layer thickness or by adding a fourth, magnetic layer to bias the structure magnetically. Understanding the magnetic coupling is essential for this purpose. The observed lowering of the electrical resistivity with the external field can be rationalized by a simple model where one magnetic layer acts as a polarizer by generating a polarized current of majority spin electrons at the Fermi level, the other as analyzer by transmitting preferably majority spin electrons. The fact that majority spin electrons are the preferred charge carriers in magnetic materials can be explained by their longer mean free path compared to minority spin electrons at the Fermi level. The majority spin d-band is filled in many ferromagnets (e.g., Co and Ni), making the band structure similar to that of a noble metal, where only a low density of s,p states is available at the Fermi level to scatter electrons by electron-hole pair production. The minority spin band structure, on the other band, has a much highest-density of d-states at the Fermi level, producing more electron-hole pairs with minority spin electrons. (Note that spin-flip scattering is much less probable, such that it can be neglected in this simple argument). Although structures with the current perpendicular to the layers, as in Fig. 19, exhibit very large magnetoresistance\(^{[35]}\) the structures used in practice have the current parallel to the layer, in order to obtain reasonable resistivities. That generates extra complications, though, since the non-magnetic spacer tends to short out the magnetic layers. A certain interface roughness is needed to get enough bounces off the magnetic layers, but too much roughness kills the electronic states that cause the antiferromagnetic coupling, as we will see below. In addition, the interfaces themselves exhibit strongly spin-dependent reflectivities, giving rise to additional magnetoresistance\(^{[38]}\). Thus there is ample room for innovative ideas of new structures that optimize the desired magnetoresistive effect.

In the search for the electronic states that cause oscillations in the magnetic coupling of multilayers one has to understand electronic states of thin films. As Fig. 20 (Ref.\(^{[35,36]}\)) shows, the continuum bulk band dispersion becomes discretized along the direction perpendicular to the interface when electrons are confined to a thin film. The number of discrete states per band corresponds to the number of atomic layers in the film. This discretization can be seen for thin Cu(100) films in Fig. 21 (Ref.\(^{[36]}\)), which have a band structure very similar to the Ag(100) film in Fig. 20. For states relevant to magnetotransport and coupling we look at the density of states at the Fermi level in Fig. 22 (Ref.\(^{[36]}\)). Indeed, we observe discrete thin film states crossing the Fermi level with a periodicity similar to the magnetic period (about 6 atomic layers). Instead of viewing the intensity oscillations as discrete states moving across the Fermi level we also may consider these films as the \textit{world}'s smallest Fabry-Perot interferometers, with density of states maxima corresponding to interference fringes appearing every half wavelength. The appropriate wavefunction of electrons in a thin film is shown schematically in Fig. 23 (Ref.\(^{[36]}\)). It contains a fast-oscillating Bloch function, derived from the nearest band edge, and a slowly-varying envelope function that ensures the proper boundary conditions at the interfaces. The latter gives rise to the intensity oscillations. These discrete thin film states can become spin-polarized by spin-dependent boundary conditions at the interface to the ferromagnet. Having understood the states in the spacer layer between the magnetic layers we can go ahead and design multilayer structures with the desired magnetic properties. It turns out that the periodicity of the magnetic coupling is given by a bulk property of the spacer layer (i.e., its Fermi surface), while the phase of the oscillations is a bulk property of the magnetic material (i.e., its spin-dependent band gaps).
Figure 20: Discretization of bulk bands in a thin film (from local density calculations). The number of discrete states per band corresponds to the number of atomic layers in the film.

Figure 21: Observation of discrete thin film states (numbered) in Cu(100) films with inverse photoemission. The layers were grown epitaxially on fcc Fe(100), which in turn was grown epitaxially on Ag(100).

Figure 22: Intensity at the Fermi level versus film thickness from Fig. 21 (Ref. [36]). The maxima correspond to discrete thin film states crossing the Fermi level. They may also be viewed as interference fringes of the envelope wavefunction of the electrons (see Fig. 23).

Another set of materials that has attracted recent interest are the fullerene carbon clusters. Cluster physics in general has been an area full of interesting surprises concerning rapid changes in the electronic structure and chemical reactivity with cluster size. What sets the C60, C70, and similar clusters apart is their chemical stability and the availability of macroscopic quantities of pure clusters. Here we just show the use of tunable synchrotron radiation in mapping the empty π* and σ* orbitals by absorption spectroscopy from the Cls core level (Fig. 24, Ref. [37]). It is surprising that clusters containing as much as 60 and 70 atoms still are electronically quite different from each other and by no means have reached the orbital structure of their infinite analog, i.e. graphite. As with multilayers, the carbon clusters exhibit a lot of flexibility for chemical tuning by substitution, insertion and addition of extra atoms.
IV. Core Levels

The structure and composition of many surfaces (interfaces) encountered in technology is much too complex for performing complete angle-resolved photoemission studies and for calculating the band structure from first principles. When long-range order is lost one has to resort to simpler probing techniques and must concentrate on determining the short-range order and the local properties, e.g., coordination, valence, oxidation state. Core levels are well-suited for this purpose. They are not affected by the loss of long-range order because of their localized nature. The core level binding energy has a simple relation with chemical properties, e.g., charge transfer and oxidation state.

The use of synchrotron radiation has given a great boost to the field. Monolayer surface sensitivity can be achieved by tuning the photon energy to 30-50 eV above threshold, where the photoelectrons come out with the minimum escape depth. Under these conditions the escape depth can be as short as $3 \AA$ (two layers) compared to about $20 \AA$ (more than 10 layers) in conventional X-ray photoelectron spectroscopy (XPS). This short escape depth makes it possible to detect a monolayer of chemically altered atoms at a surface or an interface.

The photon energy range to be covered is determined by the binding energies of the sharpest core levels of each element. As shown in Fig. 25, it ranges up to 1 keV. While it is possible with current synchrotron sources to cover binding energies up to about 200 eV with a photon and electron energy resolution comparable to the intrinsic width, it will require undulator sources, such as the Advanced Light Source (ALS) to access the deeper core levels with the intrinsic resolution limit and good count rates. These elements include the "organic" group (C, O, N, F) and the 4d and 5d transition and noble metals. Exploratory experiments have shown that it will be possible to distinguish inequivalent C atoms in organic compounds and polymers, and follow their chemical reactions. In the following we will demonstrate the capabilities of core level spectroscopy for the Si2p level, which is one of the most extensively studied core levels (see Ref.[38]).

IV.1 Core Level Shifts: Mostly Si2p

Core level shifts can have a variety of causes, such as band bending (see Fig. 26, Ref.[38]), charge transfer, and relaxation. We are mainly looking at the chemical and relaxation shift between of the outermost atomic
Figure 25: Binding energies of the sharpest core levels of all the elements. Photon energies up to 1 keV are required to ionize them.

layer. Band bending gives rise to an overall shift of the spectrum relative to the Fermi level, since the probing depth is usually much shorter than the depth of the band bending region. Bulk and surface effects can easily be separated by taking spectra with different photon energies, corresponding to different electron escape depths. Near threshold one has a probing depth of about ten layers, whereas at $h \nu = 130$ eV one probes only two layers (see section IV).

Figure 2. (Reps.[38,39]) demonstrates surface core level shifts induced by adsorbates with opposite electronegativity. Oxygen pulls electrons of Si and increases the binding energy of the Si core electrons by creating a positive electrostatic potential. Ca does the opposite. After taking out the secondary electron background and deconvoluting the spectrum into the Si2p3/2 and Si2p1/2 spin orbit components one can clearly distinguish four discrete surface core levels for oxidized Si. They are assigned to Si bonding to one, two, three and four oxygen atoms, which may loosely be called Si1+, Si2+, Si3+, and Si4+ (Si4+ is the bonding configuration of SiO2). The other three intermediate oxidation states are only stable at the interface, and disproportionate in bulk form. Exploiting a connection between core level shift and electronegativity difference, we compare the core level shift per ligand with the electronegativity difference between ligand and silicon in Fig. 28 (Ref.[38,40]). Empirically, there seems to be a correlation although exceptions exist, such as alkali metals. For small electronegativity difference $\Delta \chi$ the core level shift $AE$ is nearly equal to $\Delta \chi$, at larger $\Delta \chi$ the core level shift saturates, probably due to a saturation of the charge transfer. From such an empirical curve one may predict core level shifts for new ligands, or find out from a measured core level shift which ligand is involved. An example is Ca-Si vs. F-Si bonding at the CaF2/Si[111] interface (see Section IV.4).

For C the core level shifts are about twice as large[41] as for Si, since the transferred charge sits in valence orbitals that are closer to the core than in Si. Such large shifts make core level spectroscopy of light elements even more attractive.

For a quantitative understanding of core level shifts, one has to take a variety of mechanisms into account[38,42]. These can be classified into initial-state and final-state effects. The former are due to a change in the chemical environment of a surface atom and comprise charge transfer, Madelung energy and rehybridization. The latter occur after the core level is ionized, and can be viewed as a change in dielectric screening at the surface. One of the advantages of Si surfaces is that the dielectric constant of Si is so large ($\varepsilon = 12$) that the screening is nearly complete, like in a metal (the image charge screening of surface charges is $(r - 1)/(r + 1) \approx 0.85$ e for Si). Therefore, even with a reduced number of Si neighbors at the surface, there is still nearly complete screening. Consequently, the final-state effect is minimized, and long-range fields in the initial state, like the Madelung potential, are mostly screened out.

Looking at core level shifts at a higher level of sophistication one has to take vibrational sidebands into account. These phenomena represent a current frontier in gas phase spectroscopy. Examples for the the Si 2p...
Figure 26: Various types of core level shifts on a semiconductor surface\cite{8}. A typical probing depth of synchrotron radiation experiments (indicated by double-arrows) allows to distinguish the shifted core level of the outermost atomic layer. Changes in band bending show up as an overall shift of the spectrum.

Figure 27: Opposite chemical shifts of the Si2p level induced by electropositive and electronegative adsorbates\cite{38,39}. In order to see the shifts clearly the secondary electron background and the Si2p_{1/2} spin-orbit partner have been removed for the bottom curves.

Figure 28: Correlation between the Si2p core level shift per ligand and the Pauling electronegativity difference\cite{38,40}. The saturation of the curve is mainly due to a saturation of the charge transfer at large electronegativity difference, i.e. the core level shift is roughly proportional to the charge transfer.

IV.2 Semiconductor Surface Chemistry

The microelectronics technology has developed elaborate methods for processing surfaces and fabricating microstructures, particularly on semiconductors. The trend is away from classical, “wet” chemistry methods, and towards “dry” processing in a gas or plasma atmosphere. The most popular methods are reactive ion etching (RIE) for removing material, and CVD (chemical vapor deposition) for deposition. Over the years these methods have become extremely sophisticated. For example by small additions to the gas mixtures one can etch specifically Si, but not SiO\textsubscript{2}, or the reverse. Likewise, it is possible to deposit W on Si for electric contacts without having it deposited on SiO\textsubscript{2} and shorting out the contacts. Most of these recipes have been obtained by trial and error, since there was not enough time for basic studies in the rapidly progressing field.
Figure 29: Vibrational fine structure of the Si2p spectrum in SiH₄ and SiF₄.

Figure 30: Si2p₃/₂ spectra of F adsorption and etching on silicon. The residue left on the surface after etching is SiF₃, showing that the bottleneck of the surface etching reaction is the removal of SiF₃ species.

Figure 31: Si2p₃/₂ spectra for a HF-passivated Si surface. The surface is mainly H terminated and Gee of SiO₂, making it a good substrate for subsequent epitaxial growth via CVD (chemical vapor deposition).
Himpsel semiconductor devices. Particularly poorly understood were the surface reactions, even though they represent the rate-limiting step in many cases. In recent years there has been a boom in exploring these surface reactions using surface-sensitive core level spectroscopy, particularly of the Si 2p level. By tuning into the escape depth minimum (about 130-150 eV photon energy for Si 2p) one can easily detect sub-monolayer amounts of adsorbed species, and determine their bonding using the simple correlations between electronegativity and core level shift. In the following we will always show the spin-orbit decomposed Si2p spectrum, which is much easier to read than a fit to the raw data.

Figure 30 (Ref.[41]) serves as an example from the etching arena. The top panels represent calibration experiments, where F as the likely active ingredient is adsorbed on well-defined Si surfaces in monolayer amounts. From there one can determine the core level shift versus the number of ligands. On the bottom the spectrum of a "real" surface is shown that has undergone steady-state etching. It exhibits a large peak associated with Si bonding to 3 fluorine atoms. The removal of these SiF3 species thus must be a rate-limiting step of the surface reaction. This rather straightforward result was quite a surprise at the time, since the common opinion was that SiF2 was the left-over species. It is actually the least-abundant according to the core level measurement.

The example in Fig. 31 (Ref.[44]) bridges between etching and deposition. It shows a Si surface with its native oxide, and after etching the oxide off with a very pure 10% HF solution. Such a treatment has been used to obtain clean starting surfaces for the deposition of high-quality, epitaxial Si with low temperature CVD. Devices made with this process hold several current speed records. As the Si 2p core level spectrum shows, there is no SiO2 detectable on the surface within the detection limit of about one hundredth of a monolayer. Most of the surface is terminated with H, which induces a core level shift too small to be clearly resolved from the bulk line. Only about one tenth of the surface Si is bonded to F, OH, and sub-oxides. All these species can be removed by silane in the growth process, whereas SiO2 cannot. It is somewhat surprising that the surface is terminated by H, and not by F, which bonds more strongly with Si. The detailed surface reactions in HF etching are the subject of current studies[45].

In the arena of growth we focus onto an example of a technique called atomic layer epitaxy (ALE), which has a promising future but has not been harnessed yet. The idea is to deposit various materials exactly layer by layer in a two step procedure, adsorbing a self-limited monolayer first, and activating it by radiation, heat or chemical reaction in the second step. For Si deposition, a process with SiH2Cl2 in the first step and H2 in the second step has been suggested. In a naive picture one might expect the two hydrogens to be stripped in the adsorption process, and the remaining SiCL2 species to be bonded to the two broken bonds per surface atom on the ideal Si(100) surface. The Si 2p spectrum in Fig. 32 (Ref.[46]), however, shows clearly that only a single Cl is bonded to the Si surface atoms. This can be explained by a dimerization of the Si surface atoms (similar to that on the clean Si(100)2x1 surface), which ties up one of the two broken bonds per surface atom, and saturates the other with Cl.

IV.3 Interfaces

One of the main reasons for the dominant role of Si technology in todays microelectronics industry is the high electrical quality of the SiO2/Si interface. It has less than $10^{-5}$ electrically active defects per interface atom. Yet the actual structure of the interface remains controversial. This is in part due to the amorphous
nature of the oxide, which does not allow for a definitive interface structure, only for a class of local bonding configurations. Looking at this interface with Si 2p core level spectroscopy in Fig. 27 (Ref.[39]) one can clearly distinguish all intermediate oxidation states of Si. Their distribution puts stringent constraints on the interface bond topology, and rules out a number of interface motifs. It is interesting to note that all the intermediate oxidation states are unstable in the bulk, e.g. Si$^{2+}$ corresponding to SiO disproportionates into Si and SiO$_2$ upon heating. Thus it has become possible to freeze in an unstable bond configuration at the interface by offering Si bonds on one side and oxygen bonds from the other. A similar stabilization of an unusual oxidation state is observed for the CaF$_2$/Si(111) interface.

![Figure 33: Bonding at the CaF$_2$/Si(111) interface showing predominantly Si-Ca bonding across the interface][1]

The CaF$_2$/Si(111) interface is easier to quantify than the SiO$_2$/Si since it is epitaxial. If this interface could be grown with the same defect level as SiO$_2$/Si it would make a whole new class of three-dimensional device structures feasible, from stacked CMOS to sophisticated, three-dimensional networks. The obvious question is: Does Si bond to Ca or to F at the interface. The Si 2p spectrum shows clearly that the majority of the Si atoms at the interface bonds to Ca for interfaces grown at high temperature (Fig. 33, Refs.[38,47]). However, there is a small amount of Si-F bonding associated with defects. These defects would have to be brought down by several orders of magnitude to make this interface useful for devices. Structural models propose one F$^-$ layer to be removed at the interface to enable Ca-Si bonding. The electron left by the F transforms Ca from the common 2+ to the unusual 1+ oxidation state. Thereby it obtains an unpaired 4s electron, which can now pair up with the electron in the single broken bond of the Si(111) surface to form a bond across the interface. The corresponding bonding and antibonding valence orbitals have been seen by photoemission[48] inverse photoemission[69], and optical second harmonic generation[31]. The band gap of the interface is twice as large as that of Si, and five times smaller than in CaF$_2$, showing how unusual chemistry leads to dramatic changes in the electronic structure at interfaces.

**IV.4 Element-Sensitive Microscopy**

Core levels provide an identification of the elements and their oxidation states in a class of microscopies based on soft x-rays, e.g. using photoelectrons for imaging, or scanning a sample with a highly-focussed soft x-ray beam. The new generation of undulator-based synchrotron radiation sources with their extremely high brilliance is ideally-matched to such microscopies. Here we just highlight some key aspects of this field.

It has long been a drawback of most microscopes that they were unable to identify various elements. For example, a scanning tunneling microscope can see atoms, but cannot identify them directly. Scanning Auger microscopy is one of the few exceptions. By using photoelectrons instead of Auger electrons for imaging one gains many orders of magnitude in the signal-to-background ratio. First, the efficiency for excitation is optimized by exciting core levels with nearly 100% efficiency at threshold, while the probability of exciting core levels by electrons is only $10^{-3}$ or less, particularly for deeper core levels. The remaining electrons create secondaries, which form a background under the Auger lines that is generally more intense than the signal, thus requiring exceptionally long integration times to improve statistical noise. This background is negligible with photon excitation, and the statistical noise is only determined by the Auger electron signal. As a consequence, it will be possible to perform the equivalent of scanning Auger microscopy with many orders of magnitude higher efficiency, allowing the study of radiation-sensitive materials, such as polymers and oxides. In addition, it will be possible to identify the chemical state of each element by its core level shift. There are two ways to select a specific element or oxidation state. One is to energy-analyze the core level photoelectrons, the other to tune into a particular absorption edge and use its fine structure to select the chemical state.

The applications that one can foresee include the analysis of microelectronic device structures and the structure of composite materials (e.g. different polymers and their cohesion). Other interesting fields are...
segregation phenomena, nucleation and growth. The example in Fig. 34 (Ref.[50]) shows an image of data recorded on a magnetic disk. In this case the magnetic dichroism, i.e. a change in absorption from left-to right-handed circularly-polarized light, is used to display the orientation of the magnetic domains. Secondary photoelectrons are used for imaging, which give a signal proportional to the absorption coefficient. The element selectivity is very informative, since magnetic recording media are typically ternary compounds, e.g. CoPtCr for the case shown. By looking at the magnetic signal at different absorption edges one can select the magnetization in different sub-lattices. The spatial resolution required for obtaining useful information from microelectronic devices is in the order of 0.1 μm. This is achievable with current imaging systems, either by accelerating the photoelectrons to 20 keV and magnifying in a microscope column, or by focussing the soft x-rays with zone plates or mirrors.
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